Cooperative Games: Cliques in Graphs

Let $G$ be a simple graph on $n$ vertices, $V(G)$ the set of vertices of $G$. Define a worth function $f: S \subseteq V(G) \to \mathbb{Z}$ by $f(S) = -m(S)$, where $m(S)$ = size of largest clique contained in the subgraph generated by the points of $S$. Since $m(S+T) = n$ implies $S+T$ contains a clique of order $n$, and dividing the vertex set of a complete graph of order $n$ into two parts produces two complete subgraphs whose orders add to $n$, $m(S) + m(T) \geq m(S+T)$ for any set $S$, $T$ of vertices (not necessarily of a complete graph) and hence $f(S+T) \geq f(S) + f(T)$. So $f$ is a superadditive function, and $(V(G), f)$ is a superadditive cooperative game.

1. The Shapley Value

Calculating the Shapley value for an arbitrary graph $G$ is decidedly nontrivial. At this time solutions exist only for complete graphs, complete $n$-partite graphs, and $2$-partite graphs with partition sets of size $k$ which are regular of degree $1$ or $n-1$.

1. a. Complete graphs.

Let $G$ be a complete graph, and $S$ a subgraph of $G$ on $k$ vertices. Then $S$ is complete, and furthermore $S-\{x\}$ is a complete subgraph of order $|S|-1$, so the Shapley value is
simply \(-n!/n! = -1\).

b. Complete n-partite graphs.

Begin by considering the bipartite case. Let \(G\) be a complete bipartite graph of order \(k\), and let the sets \(R, S\) of order \(r, s\) respectively be the bipartite partition of the vertices of \(G\). Claim: for \(x\) in \(R\), the Shapley value of \(x\) is \(1/r\).

Proof:

The Shapley value of \(x\) is the average of the marginal contributions of \(x\) over all orderings of \(V(G)\). A given vertex contributes at most 1 to the clique size, so \(x\) contributes either 0 or -1 to \(f(S)\) for any given ordering. \(G\) is bipartite, so the maximal clique size is 2; hence, \(x\) contributes 1 to the maximal clique size of a given ordering only if \(x\) is the 1st vertex (creates a clique of size 1) or \(x\) creates the first edge (clique of size 2). This turns out to correspond precisely to the case in which \(x\) is the first element of \(R\) to occur in the ordering. For, any vertex in \(R\) and any vertex in \(S\) generate one edge; hence, if the first vertex lies in \(R\), the first edge will be generated by a vertex in \(S\). So if the first vertex lies in \(R\), it must be \(x\). If the first vertex lies in \(S\), then the first point of \(R\) will make an edge, so it must be \(x\). Either way, \(x\) is the first point in \(R\). The ratio of the number of times \(x\) contributes 1 to the clique size to the total possible orderings (the Shapley value for \(x\)) is therefore exactly equivalent to the probability that \(x\) occurs first in \(R\),
which is 1/r.

Now, consider the case of an n-partite graph. The graph has maximal clique size n (selecting one point from each of the n partition sets generates K_n). Furthermore, for any given ordering, elements in a set S_i contribute exactly 1 to the clique size, since adding an element from a new set generates K_{m+1} from K_m if m sets are already represented. Since no two elements of S_i share an edge, no larger cliques can be generated. Hence, an element x contributes 1 to the clique size iff it is the first element of its set to occur. By analogy to the bipartite case, the probability of x contributing 1 to the clique size is therefore simply 1/S_i.

c. 2-partite graphs with partition sets of order k; regular of degree n-1 or 1; connected 2-partite graphs regular of degree 2.

All three cases are trivial; by symmetry, the Shapley value for all three is simply 1/k. (For 2-partite graphs with partition sets of order k, regular of degree n-1, arrange the graph such that the k pairs of unconnected points face each other; then the graph is clearly symmetric. Connected bipartite graphs regular of degree 2 are simply cycles and therefore symmetric.)

2. Banzhaf Values.

a. Complete graphs.

For x a vertex in a complete graph, S a subset of V(G) containing x and of order k, f(x)=(-1); f(S) = -k = -(k-1) +
(-1) = f(S-{x}) + S({x}), so f(S) - f(S-{x}) - f(x) = 0 and the Banzhaf value is simply f(x) = -1.

b. Complete n-partite graphs.

Define S, S_j as above.

For x \in S_j in a given coalition S, f(S-{x}) = f(S) iff there is an additional element of S_j in S. This is clear since if x completes a clique of order m, K_m-x+x', x' \in S_j, is also a clique of order m since the graph is complete n-partite. Hence f(S) - f(S-{x}) - f(x) = 0 - (-1) = 1 iff x, x' \in S\cup S_j. For x the only element of S_j in S, f(S-{x}) = f(S)+1; f(x) = -1, so f(S) - f(S-{x}) - f(x) = f(S) - f(S-{x}) - f(x) = -1 - (-1) = 0.

Now, for a coalition S of order s, there are
\[ \binom{m_j}{i} \binom{m-m_j}{s-i-1} \] ways to pick x, i points from S_j, and s-i-1 points from V(G)-S_j.

Hence the Banzhaf value for x \in S_j is
\[
f(x) + \sum_{y \in V(G)-S_j} \frac{f(S)-f(S-{x})-f(x)}{f(V(G))-\sum_{y \in V(G)} f(y)} \]
\[
= -1 + \frac{\sum_{i \leq j} \binom{m_j}{i} \binom{m-m_j}{s-i-1}}{\sum_{k \leq j} \binom{m_j}{k} \binom{m-m_j}{s-i-1}} [-n+m].
\]

3. Nucleolus for graphs G consisting of two cycles of length r and length s, respectively. \((r, s \geq 4)\)

Claim: for r, s of same parity, the nucleolus assigns value
2/(r+s) to each point in G; for r odd, s even, each point in R has value \(4/(2r+s)\), each point in S has value \(2/(2r+s)\).

Proof:

Let \(v(S)\) be the worth of a coalition S, \(x'(S) = \text{sum of } v(a), a \in S, x(S) = -x'(S)\).

Want to minimize maximum excess, i.e. minimize \(v(S) - x(S)\). This is equivalent to minimizing \(- (x'(S) - v(S))\), so we may flip signs throughout and minimize \(x(S) - m(S)\).

Now, since all points in cycle R are equivalent, and all points in S are equivalent, the nucleolus must assign the same value \(x\) to all points in R, and the same value \(y\) to all points in S. Efficiency gives

\[(1) \quad rx + sy = 2.\]

For \(m(T) = 2\), \(x(T) - m(T)\) is minimized when have all but one point in the set T; thus, for \(m(T) = 2\),

\[(2) \quad \alpha \geq (r-1)x + sy - 2\]

\[(3) \quad \alpha \geq rx + (s-1)y - 2.\]

For \(m(T) = 1\), the minimal \(x(T) - m(T)\) occurs when T is the maximal set containing no edge; clearly, T can be obtained by taking every other point around each cycle.

Thus we have

\[(4) \quad \alpha \geq \lfloor (r/2) \rfloor x + \lfloor (s/2) \rfloor y - 1.\]

(2) and (3), together with (1), are equivalent to

\[(2') \quad \alpha \geq -x,\]

\[(3') \quad \alpha \geq y.\] (Note \(x, y \geq 0\) as are dealing with \(m(T)\),
not v(T).

Case I. \( \mathfrak{r}, \mathfrak{s} \) even. Then \([\mathfrak{r}/2] = \mathfrak{s}/2\), \([\mathfrak{s}/2] = \mathfrak{r}/2\) and (4) and (1) yield \( \alpha \geq 0 \), which is the most restrictive condition since \( x, y \geq 0 \). So set \( \alpha = 0 \). This does not affect the case where \( v(T) = 2 \), so (2') and (3') are unaffected; but the new maximum \( x(T) \) for \( v(T) = 1 \) is now \(((r/2)-1)x + (s/2)y\) or \((r/2)x + ((s/2)-1)y\). This in conjunction with (1) yields only (2') and (3'), so we get no new information.

Multiply (2') by \( r \), (3') by \( s \), and add. This yields \((r+s)\alpha \geq -(rx+sy) = -2\), so that \( \alpha \geq -2/(r+s) \). This is the most restrictive condition on \( \alpha \), so equality must hold, i.e. \( 2/(r+s) = x = y \). Inserting \( 2/(r+s) \) into equations 1-4 yields equality, so the solution is the nucleolus.

Case II. \( r \) odd, \( s \) even or vice versa.

Without loss of generality, assume \( r \) is odd and \( s \) even. Then (4) reduces to (4') \( \alpha \geq -x/2 \). Multiplying this inequality by \( 2r \) and adding to \( s(3') \) yields \((2r+s)\alpha \geq -2\), so \( \alpha \geq -2/(2r+s) \). This is the most restrictive condition on \( \alpha \), so equality holds in (3') and (4'), so \( x = 4/(2r+s) \), \( y = 2/(2r+s) \).

Case III. \( r, s \) odd. Then (4) reduces to

\[(5) \alpha \geq \frac{(r-1)/2}{x} + \frac{(s-1)/2}{y} - 1 = -(x+y)/2.\]

Multiplying (5) by 2, (2') by \( r-1 \), (3') by \( s-1 \), and adding yields
(6) \((2+m-1+n-1)\alpha \geq -rx - sy = -2\), so that 
\[\alpha \geq -2/(r+s)\] and, as in Case I, \(x = y = 2/(r+s)\).
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